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Project Description: 
Modern scientific applications collect and process a large amount of data either from 
distributed sensor networks or simulation-based experiments. Use of heterogeneous 
computing resources, such as CPU+GPU, to accelerate application performance for 
compute intensive applications is well understood [1-3]. For accelerating data intensive 
applications, “memory wall” [5, 6] needs to be scaled. Automata processor (developed 
by Micron) [7] provides one such alternative architecture that accelerates data intensive 
applications that have a high density of conditional branching. Initial investigations [8, 9] 
in the field of bioinformatics have shown promising results, potential applications include 
pattern detection in graphs and unstructured data streams. To investigate the use of 
heterogeneous computing architectures this proposal requests HERC support to build a 
computing server to carry out data intensive research and to compare and contrast 
alternative computing architectures.  
 
The proposed instrument would integrate high performance Von-Neumann architecture 
(CPU+GPGPU) with Non-Von-Neumann architectures such as automata processor [7] 
and PCIe mounted SSD drives into a single system. It is the first time ever that such a 
combination of Von-Neumann and non-Von-Neumann architecture with automata 
processor will be created. The proposed infrastructure would provide a novel capability 
particularly for computer scientists, enabling them to conduct state-of-the-art research in 
HPC systems, which is currently not feasible with available resources. 

 
High performance computing using combined CPU-
GPU architecture has been found to be highlyeffective 
in the fields of information retrieval, visualization, 
database systems, computational material science and 
deep learning [4]. Many researchers are looking into 
ways the CPU-GPU combined architecture could help 
accelerate the algorithms in these fields. At present, a 

hybrid-programming model in which the CPU translates the virtual memory space to the 
GPU specific memory space is the most common usage pattern, but it highly restricts 
power, programmability, performance, and portability. We intend to use NVMe enabled 
devices that will allow direct data transfer between the GPU’s and SSDs and will free up 
the CPU from performing the memory space translations. To support data intensive 
computation, server will be equipped with 8TB of high-speed HDD drives, in addition to 
the 640GB of SSD capacity and 64GB local DRAM.  

Figure 1: Direct GPU-to-GPU transfer 
technology from NVIDIA 
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A complementary purpose for developing this machine is to compare and contrast the 
CPU-GPU combined Von-Neumann processing style against the non-Von Neumann 
architecture built using the automata processor [7]. Automata processors make it 
possible to implement codes with 
high density of conditional 
branching by using a Non-
deterministic Finite Automata 
(NFA). Use of specialized 
processors would help avoid 
state-space explosion and 
exponential runtime complexity 
observed in CPU based 
implementations of NFA. An 
automata processor is available as 
an accelerator with a PCIe 
interface and is controlled and operated by the onboard CPU. It exists as a 
conglomeration of 6 distinct ranks, where each rank consists of 8 automata processor 
cores on a single chip. Each core consists of two half cores capable of containing 24K 
elements, where no connections can be made between the transition elements on half 
cores. Each automata core processes data at 1Gbps; assuming an 8-bit fundamental 
unit to represent state, this can be viewed as 128 * 106 characters per second for a 
combined update-latency of 7.81*10-9 seconds. These processors can be arranged in 
the pairs of 1-, 2-, 4-, and 8-cores, where grouped cores will receive the update from the 
same stream at 8Gbps. The proposed server will be equipped with 48 such cores, 
which could host a combined NFA of 1.17 million states. In addition, the machine will be 
instrumented to profile the hardware utilization and power consumption.  
 
The intended primary users of this cluster will be Boise State University researchers and 
students working in diverse areas of Computer Science (CS) such as Visualization, 
Database & Analytics, Machine Learning and Computer Architecture and their 
collaborators working in the application areas (of CS) such as computational chemistry, 
computational material science and bio-informatics located at BSU and WSU. These 
researchers will collaborate to jointly develop algorithms and techniques that 
predominantly address a fundamental CS research issue and apply them in the context 
of their discipline to speed up their calculations. Users will utilize the instrument for their 
externally funded research as well as undertake new research projects that would be 
made feasible only by the proposed server. This resource will also be made available to 
a wider research community to support research in applications of automata 
processors, e.g., researchers at U. Virginia are very keen on using such a resource for 
applications in bioinformatics and image processing. Making it available to researchers 
from such universities (as WSU and UVA) will also foster new collaborations and allow 
Boise State students to network with top-notch researchers from outside the state and 
further promote research activities within the state of Idaho. If funded, the server will be 
procured by 15th of June 2015. 
 
 
 
 
 
 
 

Figure 2: Internal Architecture of Automata Processor 
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